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Prof Jurgen Brauer and  Prof J. Paul Dunne –Economics of Conflict, War and Peace 

EBA Programme Chulalongkorn University 

 

  

End of term exam – 23
rd

 July 2010 09.00     Duration: three hours (180 mins) 

 

  

Instructions: Answer all of Section A and any three questions from section B.  

 

Answer question 1 and three other questions 
 

Section A 

 

 

Question 1 

 

Consider the following estimation results: 

 
<results here> 
 
 
List of Variables and their Descriptions 
 
             C             : Intercept term                          
             CE            : Cons Exp Current Prices                 
             GC            : lc-lc(-1)                               
             GP            : lp-lp(-1)                               
             GY            : ly-ly(-1)                               
             LC            : log(rce-rde)                            
             LP            : log(ce/rce)                             
             LY            : log(rpdi)                               
             PDI           : Pers Disp Income Current Prices         
             RCE           : Cons Exp 1985 prices                    
             RDE           : durable exp 1985 prices                 
             RPDI          : Pers Disp Income 1985 prices            
             
 

a) Briefly discuss the model and what these results tell us about the determination of  

 consumption.   

 

b) Briefly explain what the columns following the variable names are and what they tell 

us about the model tell us about the estimated model. 

 

c) Briefly explain the following tests of the residuals and what they tell us about the 

model.  

  <autocorrelation; heteroscedasticity; functional form; normality; > 

 

d) Given the following tests of restrictions on the model: 

<output from Wald tests> 

 

Explain what they are and what they tell us about the model. Show how to compute the F-

statistic reported in the test. 
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Section B 

 

Question 2 

 

Consider the log linear model:  

 

 yt
  
= α0 + α1xt +  α2xt-1 + α3yt-1 + ut 

 

a.) Show how you can impose restrictions to derive at least 5 alternative static and dynamic 

nested models.  

 

b.)  Derive the static long run equilibrium of the equations in part a.  

 

 

Question 3 

 

a.) Define a stationary process and explain how you would test for a unit root in a time series.  

 

b.) Explain the following results and what they tell us about the series 

 

<results from ADF tests here> 

 

c.) Explain what cointegration is and how you would test for it using the Engle-Granger 

method.  

 

 

 

Question 4 

 

Consider the model 

 yi = α + βxi + δzi + γwi + εi  where i=1,…N and wi = 2zi 

 

a.) What is multicollinearity, why is it a problem and how might you detect it?  

  

b.) Discuss dropping variables as a solution to multicollinearity. 

 

 

Question 5 

 

Consider the following model 

 

yt = α + βxt + ut 

 

where E (ut) = 0 

  E (ut
2
) = σ2

 

E( us , ut) ≠ 0 ∀s ≠ t 
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a.) What problems would least squares estimators of this model have and what are the likely 

causes?  

 

b.) Explain how would you test for first order serial correlation and then for higher order 

serial correlation?  

 

 

Question 6 

 

 

a.)Explain why the errors in the regression equation need to have a common variance and 

what the implications are for OLS if they do not. 

 

b.)Explain what this output tells us: 

 

c.) Discuss how you might test for this problem in at least three different ways. 

 

Question 7 

 

Consider 

 

yt = α + βxt + ut 

 

where E (ut) = 0 

  var (ut) = σ2
 

cov( us , ut) = 0 ∀s ≠ t 

 

.a.) Discuss the properties of the least squares estimators when the dependent variable x is 

random and when it is non-random 

 

b.) What are the implications of cov( us , ut) ≠ 0 ∀ s ≠ t for the least squares estimator and 

why might this come about 

 

d.) Explain what instrumental variables estimators are and why they are useful 

 

 

 

Question 8 

 

 

a. Explain in detail what shift and slope dummies are and what uses they can 

have in both time series and cross section regression analysis 

b. Explain the use of interactive dummies and their value 

c. Consider the following output and explain what the results tell us abotthe 

determination of y 

d. <Eviews output with dummy variables> 
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